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1 point

Entropy is maximum

Entropy is minimum

Entropy is 0.5

What is the entropy of a node where the label distribution is uniform (i.e., each class
occurs with equal probability)?



1 point

Entropy is maximum

Entropy is minimum

Entropy is 0.5

What is the entropy of a node that is pure (i.e., contains only one class)?



1 point

0
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1

Feature Importance Analysis

Based on the diagram, what is the Information Gain (IG) of this split?



1 point

It is an out-of-sample measure

It is biased toward high-cardinality features

It is specific to tree-based models

Which of the following is NOT a property of Mean Decrease Impurity (MDI)?



1 point

It is agnostic to the evaluation metric

It doesn't suffer from the substitution effect when features are correlated

It is an out-of-sample measure

Which of the following is NOT a property of Permutation Feature Importance (PFI)?



1 point

Cluster 3 contains noise features that the model mistakenly used during training

Cluster 3 is highly informative, but PFI underestimates it due to randomness

PFI is incorrect, because feature importance cannot be negative

K-means and GMMs 

Based on the image from the programming session of feature importance at the cluster
level, Cluster 3 has positive MDI and negative PFI. What can you deduce?



1 point

The number of clusters

The within-cluster distortion

The average silhouette score

What does the K-means algorithm aim to minimize?



1 point

Close to 1, indicating strong cluster assignment

Close to 0, indicating boundary position

Close to -1, indicating misclassification

What is the expected silhouette score of a point that lies exactly between two clusters
(equidistant to both)?



1 point

The EM algorithm converges to the global maximum of the marginal likelihood.

The EM algorithm increases the evidence lower bound (denoted as L(q, θ)) at each iteration.

It guarantees the optimal number of mixture components

When using the Expectation-Maximization (EM) algorithm for Gaussian Mixture Models,
which statement accurately describes its theoretical guarantee?



1 point

Hard cluster assignments, like K-means does

Soft cluster assignments — probabilities that each point belongs to each cluster

A transformation of the distance matrix into centroids

Questions ?

This content is neither created nor endorsed by Google.

In the programming session, after computing the distance matrix, applying PCA, and
then using GMMs, we apply Bayes' rule to compute posterior probabilities. What do
these represent?

*

Is the pace of the course appropriate? Would a probability recap during office hours be useful?
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